Setup and Install Docker in a
Promox LXC Conainer

This guide is for Proxmox VE 6.4.4 or earlier and will NOT work well on version 7. See this

guide for 7.

You should check out my website at noted.lol!

Containers are a lightweight alternative to fully virtualized machines (VMs). They use the kernel of
the host system that they run on, instead of emulating a full operating system (0OS). This means
that containers can access resources on the host system directly.

The runtime costs for containers is low, usually negligible. However, there are some drawbacks
that need be considered:

e Only Linux distributions can be run in Proxmox Containers. It is not possible to run other
operating systems like, for example, FreeBSD or Microsoft Windows inside a container.

e For security reasons, access to host resources needs to be restricted. Therefore,
containers run in their own separate namespaces. Additionally some syscalls (user space
requests to the Linux kernel) are not allowed within containers.

Proxmox VE uses Linux Containers (LXC) as its underlying container technology. The “Proxmox
Container Toolkit” (pct ) simplifies the usage and management of LXC, by providing an interface
that abstracts complex tasks.

Containers are tightly integrated with Proxmox VE. This means that they are aware of the cluster
setup, and they can use the same network and storage resources as virtual machines. You can also
use the Proxmox VE firewall, or manage containers using the HA framework.

Our primary goal is to offer an environment that provides the benefits of using a VM, but without
the additional overhead. This means that Proxmox Containers can be categorized as “System
Containers”, rather than “Application Containers”.

The above was sited from the Proxmox VE website.


https://linuxcontainers.org/lxc/introduction/
https://thehomelab.wiki/books/promox-ve/page/setup-and-install-docker-in-a-promox-7-lxc-conainer
https://thehomelab.wiki/books/promox-ve/page/setup-and-install-docker-in-a-promox-7-lxc-conainer
https://noted.lol

Download the Turnkey Core template

To setup and install Docker in a Proxmox LXC Conainer, you will have to download the Turnkey

Core template to your storage.

1. Click on your storage then click on the templates button.
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2. Search for the core template and click download.

Templates

Type Package
= Section: turnkeylinux (1 ltem)

Ixc turnkey-core

Search | core

Version Description

Show Configuration

| TurnKey Core

3. When it's done you can click the "Create CT" button in the upper right corner.
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4. Set your hostname and password and be sure to UNCHECK "Unprivileged container" or this will
not work. Now move on to the Template tab.
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5. Select the storage where you downloaded the Turnkey Core template then choose the template.

Create: LXC Container )
General Root Disk CPU Memory Metwork NS Confirm

Storage: SynoMNFS

Template: debian-10-turnkey-core_16.0-1_;

6. In the Storage tab choose where you want the container to use storage. For the disk size |
recommend at-least 20gb of space. This depends on what you plan on doing with the container. For
example if you plan on downloading a bunch of files, you may want a larger size disk.
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Create: LXC Container )

General Template CPU Memaory Network DNS

Storage: SynoMNFS

Disk size (GiB): 20

Enable quota: ] ACLs: Default o

Mount options: w Skip replication: [

7. On the CPU tab, I usually put 4 cores but this is overkill for a container. This depends on the
processor you have in your system.
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8. On the Memory tab | usually allocate 2gb for containers.
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9. On the Network tab I let the DHCP host assign the IP automatically.
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Create: LXC Container ()

General Template Root Disk CPU Memory DNS

Mame: eth0 IPv4: () Static | (@ DHCP
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VLAN Tag: > IPv6: () Static (@ DHCP () SLAAC
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10. On the DNS tab I just use my gateway IP.
Create: LXC Container )
General Template Hoot Disk CPU Memory Metwork Confirm

DMNS domain: 192.168.1.1
DMNS servers: 192.168.1.1

11. Confirm your settings and make sure you DO NOT tick "Start after created". Click finish and let
the container create.
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hostname docker
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nodename nuc
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pool
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swap 1000
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12. Once done, you will see "TASK OK". Click the X in the upper corner and proceed to the next
step.

Task viewer: CT 110 - Create <
Cutput Status
Stop

FUNDLEALUTNIY YUoUpy Lees.  Uriouy e

Writing inode tables: 0/160 done

Creating journal {32768 blocks): done

Mulfiple mount protection is enabled with update interval 5 seconds.

Witing superblocks and filesystem accounting information: /160 done

extracting archive Ymntpve/SynoNFSitemplate/cache/debian-10-turmkey-core_16.0-1 amd&4.tar.gz
Total bytes read: 506183680 (483MiB, 153MiB/s)

Detected container architecture: amdéd

Creating S5H host key 'ssh_host_ed25519 key' - this may take some time ...

done: SHAZEG.0R+ArdvTTHeonHo 2262 00X sFOLSbUSddx+27 1RfIqbl rooti@docker
Creating SSH host key 'ssh_host_dsa_key' - this may take some time ...

done: SHAZEE:6AMDIBueqZrsQOhae/Mie5oULaD23bmDPOE610s6%we root@docker
Creating SSH host key 'ssh_host_ecdsa_key - this may take some time ...

done: SHAZBE-AFZh2X+6004ZKtieiz2bc/iITsDEI Y 3isHyWTQOMxpY rooti@docker
Creating S5H host key 'ssh_host_rsa_key" - this may take some time ...

done: SHAZ56.0X9YalkvYHAWPRAX AuunlETDABnDgyOyvusEWIGRmMETaM root@docker
TASK OK

13. Select the container and then click on Options then double click on Features.
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14. Tick Nesting then click ok.
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15. Now you can start your container and view the console.
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This will start the container and run the install script then assign an IP to your container. Once done
you will need to login using root and the password you chose when you created the container in
step 4.
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16. Now we have to go through the Turnkey setup. Skip the API entry.


https://thehomelab.wiki/uploads/images/gallery/2020-09/image-1600629099543.png
https://thehomelab.wiki/uploads/images/gallery/2020-09/image-1600629366205.png

Initialize Hub services

1) TurnKey Backup and Migration: saves changes to files,
databases and package management to encrypted storage
which servers can be automatically restored from.
https://www.turnkeylinux.org/tklbam

2) TurnKey Domain Management and Dynamic DNS:
https://www.turnkeylinux.org/dns
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You can start using these services immediately if you |
initialize now. Or you can do this manually later (e.g., |
|

|

|

|

|

|

|
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from the command line / Webmin)

API Key: (see https://hub.turnkeylinux.org/profile)

<Apply>| | <Skip >

17. Skip the notifications.

Linux - First b

System Notifications and Critical Security Alerts

Enable local system notifications (root@localhost) to be
forwarded to your regular inbox. Notifications include
security updates and system messages.

You will also be subscribed to receive critical security
and bug alerts through a low-traffic Security and News
announcements newsletter. You can unsubscribe at any
time.

https://www.turnkeylinux.org/security-alerts

Email:

18. Install security updates.
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GNU/Linux - First b configuration

Security updates

By default, this system is configured to automatically
install security updates on a daily basis:

https://www.turnkeylinux.org/security-updates

For maximum protection, we also recommend installing the
latest security updates right now.

This can take a few minutes. You need to be online.

T < sksp >

This will take you to the final screen and will show you what the access IP and ports are for the
appliance services. It's important to make a note of these incase you need them for future use.

DOCKER appliance services
Web shell: https://192.168.1.168:12320
Webmin: https://192.168.1.168:12321
SSH/SFTP: root@l1%2.168.1.168 (port 22)

TKLBAM (Backup and Migration): HNOT INITIALIZED

TurnKey Backups and Cloud Deployment
https://hub.turnkeylinux.org

Hgdvanced Menu>

19. Press CTRL+C to clear the console and now you can update the system by typing the
commands below. Since we only use root in Proxmox, you do not need to use sudo for any
commands through the console.

apt-get update

then

apt-get upgrade
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Install Docker on your Promox Container

Run the following commands one at a time.

apt install docker. io
systemctl enable docker

systemctl start docker

Now make sure Docker is running

systemctl status docker

Install Portainer

This is completely optional but | wanted to add this in here just in-case you wanted a Docker UlI.
Run the following command to install Portainer 2.0

docker run -d \

--name="portainer" \

--restart on-failure \

-p 9000: 9000 \

-v /var/run/docker. sock: /var/run/docker. sock \
-v portainer data: /data \

portainer/portainer-ce
Once completed, visit the IP of your container and port 9000. Example: 192.168.1.168:9000.
If you forgot the IP of your container, open the console and type

ip addr
Press enter and find your container IP. It's usually towards the top.

Did you find this helpful? Subscribe to me on Youtube for more content!
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